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Abstract

This paper presents a novel evaluationary approach to extract color-texture features
for image retrieval application namely Color Directional Local Quinary Pattern
(CDLQP). The proposed descriptor extracts the individual R, G and B channel wise
directional edge information between reference pixel and its surrounding neighborhoods
by computing its grey-level difference based on quinary value (−2, −1, 0, 1, 2) instead of
binary and ternary value in 0°, 45°, 90°, and 135° directions of an image which are not
present in literature (LBP, LTP, CS-LBP, LTrPs, DExPs, etc.). To evaluate the retrieval
performance of the proposed descriptor, two experiments have been conducted on
Core-5000 and MIT-Color databases respectively. The retrieval performances of the
proposed descriptor show a significant improvement as compared with standard local
binary pattern LBP, center-symmetric local binary pattern (CS-LBP), Directional binary
pattern (DBC) and other existing transform domain techniques in IR system.

Keywords: Content based image retrieval (CBIR); Multimedia retrieval; Local patterns;
local ternary patterns (LTP); Directional Binary Patterns (DBC)
Introduction
With the radical expansion of the digitization in the living world, it has become

imperative to find a method to browse and search images efficiently from immense

database. In general, three types of approaches for image retrieval are, text-based,

content-based and semantic based. In recent times, web-based search engines such as,

Google, Yahoo, etc., are being used extensively to search for images based on text

keyword searching. Here, any image needs to be indexed properly before retrieving by

text-based approach. Such an approach is highly tiresome and also unrealistic to

handle by human annotation. Hence, more efficient search mechanism called “content

based image retrieval” (CBIR) is required. Image retrieval has become a thrust area in

the field of medicine, amusement and science etc.. The search in content based

approach is made by analyzing the actual content of the image rather using metadata

such as, keywords, tags or descriptions associated with an image. Hence, system can

filter images based on their content would provide better indexing and return more

accurate results. The effectiveness of a CBIR approach is greatly depends on feature

extraction, which is its prominent step. The CBIR employs visual content of an image

such as color, texture, shape and faces etc., to index the image database. Hence these

features can be further classified as general (texture, color and shape) and domain

specific (fingerprints, human faces) features. In this paper, we mainly focused on low-
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level features; the feature extraction method used in this paper is an effective way of

integrating low-level features into whole. Widespread literature survey on CBIR is

accessible in [1-4].

The concept of color is one of the significant feature in the field of content-based

image retrieval (CBIR), if it is maintained semantically intact and perceptually oriented

way. In addition, color structure in visual scenery changes in size, resolution and

orientation. Color histogram [5] based image retrieval is simple to implement and has

been well used and studied in CBIR system. However, the retrieval performance of

these descriptors is generally limited due to inadequacy in discrimination power mainly

on immense data. Therefore, several color descriptors have been proposed to exploit

special information, including compact color central moments and color coherence

vector etc. reported in the literature [6,7].

Texture is one of the most important characteristic of an image. Texture analysis

has been extensively used in CBIR systems due to its potential value. Texture

analysis and retrieval has gained wide attention in the field of medical, industrial,

document analysis and many more. Various algorithms have been proposed for

texture analysis, such as, automated binary texture feature [8], Wavelet and Gabor

Wavelet Correlogram [9,10], Rotated Wavelet and Rotated Complex Wavelet filters

[11-13], Multiscale Ridgelet Transform [14] etc.. In practice texture features can be

combined with color features to improve the retrieval accuracy. One of the most

commonly used method is to combining texture features with color features; these

include wavelets and color vocabulary trees [15] and Retrieval of translated, rotated and

scaled color textures [16] etc..

In addition to the texture features, the local image features extraction attracting

increasing attention in recent years. A visual content descriptor can either be local

or global. A local descriptor uses the visual features of regions or objects to

describe the image, where as the global descriptor uses the visual features of the

whole image. Several local descriptors have been described in the literature [17-29],

where the local binary pattern (LBP) [17] is the most popular local feature

descriptor.

The main contributions of the proposed descriptor are given as follows. (a) A new

color-texture descriptor is proposed, it extracts texture (DLQP) features from an

individual R, G and B color channels. (b) To reduce the feature vector length of the

proposed descriptor, the color-texture features were extracted from horizontal and

vertical directions only.

The organization of this paper is as follows, In Section “Introduction”, introduction is

presented. The local patterns with proposed descriptor are presented in Section “Local

patterns with proposed Descriptor”. Section “Experimental results and discussions”,

presents the retrieval performances of proposed descriptor and other state-of-the art

techniques on two bench mark datasets (Corel-5000 and MIT-Color). Based on the

above work Section “Conclusions” concludes this paper.

Local patterns with proposed Descriptor

The concept of LBP [17], LTP [21] and DBC [29] has been utilized to extract texture

features (DLQP) from individual color channels (R, G and B) to generate a new color-

texture feature called CDLQP.
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Local binary patterns (LBP)

The concept of LBP was derived from the general definition of texture in a local

neighborhood. This method was successful in terms of speed and discriminative

performance [17].

In a given 3 × 3 pixel pattern, the LBP value is calculated by comparing its center

pixel value with its neighborhoods as shown below:

LBPN ;R ¼
XN−1

i¼0

2i � f 1 pi − pcð Þ ð1Þ

f 1 xð Þ ¼ 1 x≥ 0
0 x < 0

�
ð2Þ

where N stands for the number of neighbors, R is the radius of the neighborhood,

pc denotes the grey value of the centre pixel and pi is the grey value of its

neighbors.

The LBP encoding procedure from a given 3 × 3 pattern is illustrated in Figure 1.

Local ternary patterns (LTP)

The local ternary pattern (LTP) operator, introduced by Tan and Triggs [20] extends

LBP to 3-valued codes called LTP.

f 2 x; pc; τð Þ ¼
þ1; x ≥ pc þ τ
0; x− pcj j < τ

−1; x ≤ pc − τ

8<
:

������
x¼ pi − pcð Þ

ð3Þ

where, τ is user-specified threshold.

After computing local pattern LP (LBP or LTP) for each pixel (i, j), the whole image

is represented by building a histogram as follows:

HLP lð Þ ¼
XN1

i¼1

XN2

j¼1

f 2 LP i; jð Þ; lð Þ; l∈ 0; 2P−1
� �� � ð4Þ
Figure 1 The calculation of DBC pattern along 0° direction.
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f 2 x; yð Þ ¼ 1 x ¼ y
0 else

�
ð5Þ

where the size of input image is N1 × N2.

Directional binary code (DBC)

The directional binary code (DBC) was proposed by Baochang et al. [30]. DBC encodes

the directional edge information as follows.

In a given an image I, the first-order derivative is calculated, I'(gi) along 0°, 45°, 90°

and 135° directions. The detailed calculation of DBC in red color channel along 0°

direction is shown in Figure 1.

I
0
gi
� � ¼ I gc

� �
−I gi
� �

; i ¼ 1; 2; 3; 4 ð6Þ

The directional edges are obtained by,

Î DBCα gc
� � ¼ f 4 I

0
gj

� 	� 	
; j ¼ 1þ α=45ð Þ∀ α ¼ 0∘; 45∘; 90∘ and 135∘ ð7Þ

The DBC is defined (α = 0°, 45°, 90° and 135°) as follows:
DBC I gc
� �� �jα ¼ Î DBCα gc

� �
; Î DBCα g1ð Þ; Î DBCα g2ð Þ; :::::::::Î DBCα g8

� �)(
ð8Þ

Proposed descriptor

Color Directional Local Quinary Pattern (CDLQP)

In this section, the procedure to generate a new color-texture feature (CDLQP)

descriptor is explained. Let Ii be the ith plain (color space) of the image (e.g., Red color

component from the “RGB” color space), where i = 1,2,3. The DLQP feature is

computed independently from each (R, G and B) color channels.

For a given image I, the first-order derivatives of 0°, 45°, 90° and 135° directions are

calculated using Eq. (6).

The directional edges were obtained by Eq. (9). The local quinary values were

obtained by Eq. (10).

Î i
DLQP
αð Þ gc

� � ¼ f 5 I
0
gj

� 	� 	
; j ¼ 1þ α=45ð Þ∀α ¼ 0∘; 45∘; 90∘ and 135∘ ð9Þ

f 6 pc; τ2; τ1ð Þ ¼

þ2; pc ≥ τ2
þ1; τ1 ≤ pcð Þ > τ2
0; −τ1 > pcð Þ < τ1

−1; τ2 < pcð Þ≤−τ1
−2; pc ≤ − τ2

8>>>><
>>>>:

����������
ð10Þ

where, τ2, τ1 are the upper and lower threshold parameter respectively.

The Nth-order CDLQP is defined (α= 0∘, 45∘, 90∘ and 135∘) as follows:

CDLQP ið Þ;N I gc
� �� �jα ¼ Î

ið ÞDLQP
α gc

� �
; Î

ið Þ
DLQP

α g1ð Þ; Î ið ÞDLQP
α g2ð Þ; :::::::::Î ið Þ

DLQP
α g8

� �n o
ð11Þ

DLQP is a quinary (−2, −1, 0, 1, 2) pattern, which is further converted into four
binary patterns such as, two upper patterns (UP) and two lower patterns (LP). The
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detailed representation of these four patterns is shown in Figure 2. Finally, the whole

image is represented by building a histogram supported by Eq. (12).

Hi
CDLQPjα lð Þ ¼

XN1

j¼1

XN2

k¼1

f 7 CDLQP j; kð Þjα; l
� �

; l∈ 0; 511½ � ð12Þ

where

f 7 j; kð Þ ¼ 1; if j ¼ k
0; if j≠ k

�

The size of the input image is N1 ×N2.

In this brief, to reduce the feature vector length color-texture features were extracted

from horizontal and vertical directions only.

The details of the proposed color-texture descriptor is given as follows. The steps for

extracting 0° degree information is shown in Figure 1. Figure 2 and Eq. (10) explain the

procedure to calculate the quinary pattern. The generated quinary pattern is further

coded into two upper (A & B) and two lower (C& D) binary patterns which are shown

in Figure 2. The two upper (A & B) patterns were obtained by retaining 2 by 1 and

replacing 0 for −2, −1, 1 and 0 for A pattern. Likewise, pattern B was obtained by

retaining 1 by 1 and replacing 0 for other values. A similar procedure was followed for

other two lower patterns.

From the Figure 2, “-11, 3, −14, 8, 5, 5, −2, −4, −1” texture information are obtained

when first-order derivative applied in 0° direction. Further, the derivatives are coded in

to quinary pattern “-2, 1, −2, 2, 2, 2, −1, −2, −1” using upper and lower thresholds

(τ1 = 2 & τ2 = 1). Finally, the quinary pattern was converted into four binary patterns

(two UP and two LP). The entire operation was applied on individual color channels to

generate color-texture features.
Figure 2 DLQP operator calculation in 0º direction.



Figure 3 Proposed image retrieval framework.
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Proposed system framework for image retrieval

Figure 3 illustrates the proposed image retrieval system frame work and algorithm for

the same is given below.

Algorithm: The proposed algorithm involves following steps

Input: Image; Output: Retrieval Result

1. Separate RGB color components from an image.

2. Calculate the directional edge information on each color space.

3. Compute the local quinary value for each pixel.

4. Construct the CDLQP histogram for each pattern.

5. Construct the feature vector.

6. Compare the query image with images in the database using Eq. (16).

7. Retrieve the images based on the best matches.

Query matching

The retrieval performance of any descriptor not only depends on feature extraction

approach, but also on good similarity metrics. In this paper four types of similarity

distance measures are used as discussed below:

Manhattan or L1 city�block Distance: D Q;Tð Þ ¼
X

i
f i Qð Þ−f j Tð Þ
��� ��� ð13Þ

Euclidean or L2 Distance: D Q;Tð Þ ¼
X

i
f i Qð Þ− f j Tð Þ
��� ���2
 �1=2

ð14Þ

Canberra Distance: Ds Qm;Tmð Þ ¼
XLg
i¼1

f Tm;i − f Qm;i

��� ���
f Tm;i þ f Qm;i

��� ��� ð15Þ

d1 Distance: D Q;Tð Þ ¼
XLg
i¼1

f T ;i − f Q;i
1þ f T ;i þ f Q;i

�����
����� ð16Þ

where Q is query image, Lg is feature vector length, T is image in database; fI,i is ith

feature of image I in the database, fQ,i is i
th feature of query image Q.
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Advantages of proposed methods

1. A new color-texture descriptor is proposed, it extracts texture (DLQP)

features from an individual R, G and B color channels.

2. To reduce the feature vector length of the proposed descriptor, the color-texture

features were extracted from horizontal and vertical directions only.

3. To verify the retrieval performances of CDLQP, two extensive

experiments have been conducted on Corel-5000 and MIT-Color

databases respectively.

4. The retrieval performances show a significant improvement nearly

10.78% in terms of ARP on Corel-5000 database and 9.12% improvement

on MIT-Color database in terms of ARR as compared with LBP.

Experimental results and discussions

In image retrieval, various datasets are used for several purposes; these includes Corel

dataset, MIT dataset and Brodtz texture dataset etc.. The Corel dataset is the most

popular and commonly used dataset to test the retrieval performance, MIT-Color

dataset used for texture and color feature analysis and Brodtz dataset used for texture

analysis. In this paper, to verify the retrieval performances of the proposed descriptor

Corel-5000 and MIT-Color datasets are used respectively.

In these experiments, each image in the database is used as the query image. The

retrieval performance of the proposed method is measured in terms of recall,

precision, average retrieval rate (ARR) and average retrieval precision (ARP) as

given in Eq. (17) - Eq. (21) [26]

The recall is defined for a query image Iq is given in Eq. (17).

R Iq; n
� � ¼ 1

NG

XDBj j

i¼1

δ f 3 Iið Þ; f 3 Iq
� �� �

Rank Ii; Iq
� �

≤ nj���� ð17Þ

where, NG is the number of relevant images in the database, ‘n’ is the number of top

matches considered, f3(x) is the category of ' x ', Rank(Ii, Iq) returns the rank of image Ii
(for the query image Iq) among all images in the database (|DB|).

δ f 3 Iið Þ; f 3 Iq
� �� � ¼ 1 f 3 Iið Þ ¼ f 3 Iq

� �
0 Otherwise

�
ð18Þ

Similarly, the precision is defined, as follows:
Table 1 The retrieval performances of the proposed method (PM) and other existing
methods on Corel-5000 database in terms of ARP and ARR

Database Performance (%) Methods

CS-LBP BLK-LBP LBP LTP DBC DLExP LTrPs PM

Corel-5000 ARP 32.96 45.75 43.62 49.05 50.52 48.72 48.79 54.40

ARR 13.99 20.29 19.22 21.40 22.19 21.05 21.86 23.13



Figure 4 Comparison of proposed method with other existing methods in terms of: (a) precision,
(b) recall, (c) ARP and (d) ARR.
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P Iq; n
� � ¼ 1

n

XDBj j

i¼1

δ f 3 Iið Þ; f 3 Iq
� �� �

Rank Ii; Iq
� �

≤ nj���� ð19Þ

The average retrieval rate (ARR) and average retrieval precision (ARP) are defined in
Eq. (20) and Eq. (21) respectively.
Table 2 The retrieval results of the proposed method on Corel-5000 database with
different distance measures in terms of ARP and ARR

Performance Distance measure

L1 Canberra L2 d1

ARP (%) 50.02 37.72 54.11 54.40

ARR (%) 20.54 14.86 22.98 23.13
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Figure 5 The retrieval performance of the proposed method with different distance measures in
terms of ARP on Corel-5000 database.
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ARR ¼ 1
DBj j

XDBj j

i¼1

R Ii; nð Þj
n ≤NG

ð20Þ

ARP ¼ 1
DBj j

XDBj j

i¼1

P Ii; nð Þ ð21Þ

where, |DB| is the total number of images in the database.

Where N1 is the number of relevant images (Number of images in a group), NC is a

number of groups and N2 is Total number of images to retrieve. The results obtained

are discussed in the following subsections.

Experiment on Corel-5000 database

To verify the performances of the proposed descriptor the Corel 5000 database [30] is

used. It comprises 5000 images of 50 different categories; each category has 100 images,

either in size 187 × 126 or 126 × 187. The Corel database is a collection of various

contents ranging from natural images, animals to outdoor sports. In this experiment

the retrieval performances of the proposed descriptor is calculated in terms of

precision, average retrieval precision (ARP), recall, average retrieval rate (ARR). Table 1

illustrates the retrieval performances of the proposed descriptor on Corel-5000

database in terms of ARP and ARR. Figure 4(a) and (b) shows category wise retrieval
Figure 6 Two query results of the proposed descriptor (CDLQP) (top left image is the query image)
on Corel-5000 database.



Figure 7 Example images from MIT-Color database, one image from each category.
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performance of the proposed method with other existing methods. Figure 4(c) and (d)

shows entire database retrieval performance on Corel-5000 dataset. Table 2 illustrates

retrieval performance of the proposed descriptor with different distance measures.

From Figure 4, it is observed that the proposed method shows less retrieval

performance on categories 1, 25, 26, 27 and 50 as compared to the other existing

methods. The reason behind this is, the categories 1, 25, 26, 27 and 50 contain the

distinct color information within the categories. However, the overall (average)

performance of the proposed method shows a significant improvement as

compared to the existing methods in terms of precision, recall, average and average

retrieval rate on Corel-5 K database. From Table 1 and Figure 4 it is evident that

the proposed method outperforms than other existing methods on Corel-5000

database. From the Table 2 and Figure 5 it is clear that d1 distance measure show

better retrieval rate than other existence distance measures. From this experiment

it is observed that the proposed descriptor shows 10.78% improvement as
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Figure 8 Comparison of proposed method with other existing methods on MIT-Color database.
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Figure 9 The retrieval performance of the proposed method with other distance measures in terms
of ARR on MIT-Color database.
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compared to LBP. The query result of the proposed method on Corel-5000

database is shown in Figure 6 (top left image is the query image). Finally, from

above discussion and observations it is clear that the proposed descriptor show a

significant improvement as compared to other existing methods in terms of their

evaluation measures on Corel-5000 database.

Experiment on MIT-Color database

In this experiment, we first demonstrate about MIT-Color dataset [31]. Further, we

describe the retrieval performances of the proposed descriptor. MIT-Color dataset

consists of 40 different textures with size 512 × 512. Further, these textures are divided

into sixteen 128 × 128 non-overlapping sub images, thus creating a database of 640

(40 × 16) images. The sample images of this database are shown in Figure 7. The

retrieval performance of the proposed descriptor and other state-of-the-art techniques

are shown in Figure 8. From the Figure 8 it is clear that the proposed descriptor has

shown significant improvement around 9.12% as compared to LBP in terms of ARR.

From Figure 9 it is clear that d1 distance measure show better retrieval rate than other

existence distance measures. From these observations it is concluded that the proposed
Figure 10 Two query results of the proposed descriptor (CDLQP) (top left image is the query image)
on MIT-Color database.
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descriptor yields better retrieval rate than other state-of-art techniques. Further, the

query result of the proposed descriptor on the MIT-Color database is shown in

Figure 10 (top left image is the query image).

Conclusions
A novel evaluationary color-texture descriptor namely Color Directional Local Quinary

Pattern (CDLQP) is proposed for image retrieval application. CDLQP extracts the

texture features from individual R, G and B color channels using directional edge infor-

mation in a neighborhood with gray-level differences between the pixels by a quinary

value instead of a binary and ternary one. The extensive and comparative experiment

has been conducted to evaluate our color-texture features for IR on two public natural

databases namely, Corel-5000 and MIT-Color dataset. Experimental results of the

proposed descriptor CDLQP show a significant improvement as compared to other

state-of-the art techniques in IR system.
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