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Background
Since the dawn of computer networking, intrusion detection systems (IDSes) have 
played a critical role in ensuring safe networks for all users, but the shape of the role 
has changed throughout recent history. What began as system administrators manually 
monitoring user activities in the early ‘70s became teams sifting through audit logs in the 
‘80s, transitioning to online analysis and dedicated programs in ensuing decades. None 
of these systems were able to effectively pinpoint attacks very quickly, however, and thus 
were generally used as forensic tools to examine security incidents ex post facto [1].

As traffic grew and attacks became more prevalent with the popularity of the Internet 
in the 1990s, it became apparent that swifter intrusion detection analysis was necessary 
to both diagnose and prevent attacks. To accomplish this, researchers worked to bet-
ter understand network traffic patterns, which resulted in the greater development of 
signature-based and behavior-based detection techniques. Signature-based techniques 
compare traffic patterns to known attack signatures, whereas behavior-based techniques 
detect intrusions via deviations from normal or expected traffic behavior. While both 
techniques can be effective in real-time, significant limitations nonetheless exist—sig-
nature-based techniques cannot guard against unknown intrusions, and behavior-based 
techniques break down under heavy traffic or sudden traffic bursts [2].
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To address these heavy traffic limitations, researchers harnessed the power of cloud 
computing technology to speed up computation. In recent years, the MapReduce com-
puting platform, particularly through the Hadoop Distributed File System (HDFS), has 
been used to perform advanced intrusion detection analysis [3–7]. Hadoop, a popular 
open-source software framework for distributed storage and distributed processing 
of big data, uses MapReduce, a parallel processing paradigm that can perform rapid 
analysis to determine the presence of attacks or malicious activities in large quantities 
of network traffic. HDFS mainly provides scalable and reliable data storage for manag-
ing incoming network traffic data. To perform intrusion detection analysis using cloud 
computing, new computational models need to be designed by following the parallel 
processing paradigm. Alternatively, a modification of existing computational models 
should be applied to make them run on a cloud computing environment. Computing 
platforms such as Hadoop and MapReduce generally distribute computations among 
scores of computers or more, stymieing any algorithms with iterative or linear computa-
tions that require access to all input data to perform. Therefore, many popular compu-
tational algorithms cannot be directly utilized in cloud computing architecture [8]. To 
address this limitation, researchers have started designing scalable performant machine 
learning applications that run in the cloud computing environment [9–14]. In addition, 
many researchers emphasized the importance of machine learning algorithms (MLAs) 
to intrusion detection analysis using cloud computing technology [15–18]. Although the 
integration of MLAs to intrusion detection is important, it has not been studied broadly, 
primarily due to problems associated with leveraging optimal algorithms in a cloud 
computing environment. Thus, contemporary research in the field both proposes man-
ners to adapt these MLAs for cloud server architecture [8, 19] and argues the impor-
tance of MLAs in network traffic analysis writ large [20–22]. In this paper, we attempt to 
synthesize the recent efforts of these researchers, addressing the importance of MLAs in 
network intrusion detection by identifying and classifying known solutions for intrusion 
detection analysis in the cloud.

This paper is organized as follows. In "Intrusion detection" section, we discuss the 
history, definition, and concepts of intrusion detection techniques. In "Using MLAs in 
intrusion detection" section, we introduce the concept of using MLAs in intrusion detec-
tion, highlighting implementation challenges and recent advancements in the field. Dif-
ferent types of machine learning algorithms, clustering and classifying algorithms, and 
evaluating their applicability to modern intrusion detection techniques are explained. 
"Utilization of MLAs in cloud computing" section collects recent researches that employ 
MLAs in cloud-based intrusion detection techniques. After providing problems and 
challenges of utilizing MLAs in cloud-based intrusion analysis in "Discussion" section, 
we will finish this paper by representing a conclusion and directions for future research 
in "Conclusion and futureworks" section.

Intrusion detection
Kemmerer and Vigna [1] outlined a handy history of intrusion detection, moving from 
the early days of manual detection and analysis by systems administrators in the 1970s 
to real-time solutions in the 1990s and early 2000s. Intrusion detection is defined as the 
process of monitoring events that occur on computers and networks [23]. As intrusions 
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became more varied and sophisticated, the need for frameworks and classification has 
been emphasized. Debar et al. [24] performed a taxonomical approach of understanding 
IDSes by defining them as any mechanisms that process information coming from the 
system that is to be protected. They further described existing intrusion detection tech-
niques using two important concepts: detection method and behavior on detection. We 
will discuss these concepts in "Using MLAs in intrusion detection" section.

Detection methods

Intrusion detection methods are generally divided into signature-based and behavior-
based or anomaly-based techniques [25]. Signature-based techniques (also known as 
knowledge-based or misused-based techniques) reference databases of previous attack 
signatures and known system vulnerabilities. Signature-based techniques are quite accu-
rate and effective for known attacks, but cannot guard against unknown attacks. To 
reduce this limitation, constant update of attack signatures needs to be performed. How-
ever, this might require considerable resources and overhead.

To guard against unknown attacks, behavior-based or anomaly-based techniques can 
be used. These detect intrusion attempts as deviation by comparing them to normal net-
work activity (i.e. commands or traffic). While these two types of techniques maintain 
considerable overlap and are often regarded as identical in literature, we posit that they 
are slightly different. Hereafter, we will refer to anomaly-based techniques as those that 
involve first training a system to establish a normal profile, and then using that profile to 
detect deviations, and behavior-based techniques as those that do not necessarily com-
pare against a baseline. For example, in behavior-based detection methods, an admin-
istrator might simply establish certain rules that would trigger alerts when broken. In 
practice, these two types of techniques are often one and the same, but it is nonetheless 
important to establish their subtle differences.

Behavior “around” detection

Once effective detection methods have been established, the question becomes: what 
kind of behavior does the system adopt after detection? While Debar et  al. [24], for 
example, mentioned behavior on detection, we prefer behavior “around” detection, as it 
better describes a system’s possible actions both before and after detection—IDSes are 
hardly ever simply reactionary systems that only take action after the fact.

Along these lines, Halme and Bauer [26] advanced one of the first taxonomies of anti-
intrusion techniques, and divided them into six approaches: prevention, preemption, 
deterrence, deflection, detection, and countermeasures. The first three approaches (pre-
vention, preemption, and deterrence) are passive measures to guard against attacks, and 
the latter three (deflection, detection, and countermeasures) are active measures to pro-
tect elements in a system. Many of these approaches are fluid, and can be used at many 
points throughout the process—before, after, or during attacks.

Regardless of the terminology or order of deployment, IDSes are critical systems that 
detect and act against attacks in a variety of ways. In late 1990s, researchers [24, 27] 
inventoried early real-time IDSes, many of which employed combinations of signature 
and behavior-based techniques by following Halme and Bauer’s six approaches [26]. 
As time wore on, however, and network traffic continued its inexorable growth, these 
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systems became untenable in real-time, so researchers have taken to the cloud to beef up 
analysis and computing of network intrusion detection.

Using MLAs in intrusion detection
Although the aforementioned approaches and techniques greatly improved intrusion 
detection techniques throughout past decades, many researchers have argued for the 
importance of MLAs in intrusion detection. On the surface, MLAs might seem like 
an easy candidate for improvement of these systems. After all, MLAs form the basis 
for anomaly detection in other seemingly related areas of computer science, such as 
spam-detection.

However, MLAs cannot be applied to intrusion detection directly. Sommer and Pax-
son [18] outlined a number of challenges for MLAs in intrusion detection, highlighting 
the fact that machine learning tools are most adept at finding activity similar to some-
thing previously seen, which goes against the general definition of the anomaly-based 
intrusion detection techniques that seek to identify novel attacks. In addition, the high 
cost of errors, lack of training data, and enormous variability of input data all impede the 
applicability of MLAs to intrusion detection.

Despite these considerable challenges, researchers have tackled problems and devel-
oped MLAs for intrusion detection. Below, we will discuss recent advancements in 
the field of MLAs in intrusion detection, highlighting the research that is successfully 
addressing the challenges that Sommer and Paxson [18] first set forth in 2010. This 
research generally employs two types of MLAs—clustering and classification algo-
rithms—which are considered suitable for intrusion detection techniques.

Clustering algorithms

Clustering is a form of unsupervised machine learning that does not rely on training 
data or classification models. Instead, it splits input datasets into clusters on the basis of 
common features, in order to find similar patterns in input datasets. Similarity measures 
(e.g. Euclidean distance) are often utilized to uncover these patterns.

The k-means algorithm is a simple, clustering algorithm popular for general use [28]. 
The algorithm works by first selecting initial cluster centers (also known as centroids) 
and calculating the average distance between centroids and all other points in the sys-
tem. This step can then be iterated continuously, establishing new centroids and relocat-
ing data points until average distance is decreased and no more relocation occurs.

Clustering algorithms can be used in a variety of fields, including market segmenta-
tion, geostatistics, computer vision, search, and medicine, among others. They are also 
widely used as preprocessing steps for other algorithms, where they can be useful in 
providing initial configurations. More importantly for our purposes, however, cluster-
ing algorithms have been used to tackle the important problem of network traffic clas-
sification. In the past, traffic classification was accomplished with entirely port-based 
and payload-based techniques. However, with the advent of applications that routinely 
use dynamic port numbers, masquerading techniques, and encryption, clustering algo-
rithms have been implemented to exploit applications’ distinctive characteristics in 
behavior-based approaches.



Page 5 of 16Keegan et al. Hum. Cent. Comput. Inf. Sci.  (2016) 6:19 

Clustering algorithms explored in recent network traffic researches include the 
k-means, DBSCAN, expectation maximization, and autoclass algorithms. Nguyen and 
Armitage [29] concluded that the autoClass algorithm produces the best accuracy when 
performing clustering for network traffic classification. McGregor et  al. [30] found 
expectation maximization to be useful in finding network flow statistics. Bernaille et al. 
[31] employed k-means to classify traffic via TCP headers, possibly eliminating the need 
to collect whole packets to predict intrusion. From these researches, it is quite evident 
that clustering algorithms provide a number of salient applications to network traffic 
analysis, and to intrusion detection on the whole.

Classification algorithms

Unlike clustering, classification algorithms provide supervised machine learning for net-
work intrusion detection. In this sense, good practice suggests that the presence of large 
learning datasets will lead to higher probability of success. Classification consists of two 
stages: training and testing. In the training step, a classifier model is selected to receive 
learning input, and once the classifier model has been sufficiently trained, testing is per-
formed to determine accuracy through false positives, false negatives, true positives, and 
true negatives. A good classifier model, as we expect, returns a minimal quantity of false 
positives and negatives.

In computer networks, classification algorithms can be used to perform categorization 
of packets into “flows,” in a process known as packet classification [32]. Packet classifica-
tion has been used to support access control, quality of service, and intrusion detection 
[33]. Broadly used classification algorithms include Naïve Bayes (NB), Bayesian Net-
work (BN), Logistic Regression (LR), Artificial Neural Networks (ANN), Support Vector 
Machines (SVM), Decision Tree (DT), Random Tree Classifier (rTree), Genetic Algo-
rithms (GA), and Random Forest Classifier (rForest) [29, 34–38].

In the past, statistical analysis has been used broadly to detect intrusions by perform-
ing a statistical comparison of current network events to a pre-determined set of base-
line criteria. Since the statistical analysis has a limitation of identifying different types 
of attacks, researchers proposed various alternative approaches. Wang [39] showed the 
effectiveness of using logistic regression modeling to detect multi-attack types. Cannady 
[40] emphasized the usefulness of using ANN for intrusion detection. However, ANN has 
not been widely applied since the accuracy of detecting intrusions is closely depending 
on the amount of used training datasets and methods. Also, it does not provide a detailed 
level of accuracy (including reasons). Therefore, it has been known as “black box” opera-
tion. NB is known as a simplified Bayesian probability model. NB classifier operates based 
on the likelihood that one attribute does not affect others. Amor et al. [41] utilized NB for 
detecting intrusions. Although NB is generally faster than DT for learning and classify-
ing, they identified that there was no significant performance difference between the two 
for detecting intrusions. rForest is also one of the broadly used classification algorithms 
in intrusion detection. In recent, Albayati and Issac [42] found that rForest is more effec-
tive than NB for detecting intrusions. From the study of measuring the performance of 
detecting intrusions among NB, rTree, and rForest, they identified that rForest is supe-
rior to others with maintaining low false alarm rate. Interestingly, many researchers used 
SVM to conduct intrusion detection analysis [43–47] because it is good for classifying 
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data by finding a hyperplane that maximizes the margin among all intrusion classes. It 
simply classifies the input data by a set of support vectors representing data patterns. 
However, SVM classification depends mainly on used kernel types and parameter settings 
[47]. It also requires longer training time than other classification algorithms. To address 
this limitation, Khan et al. [43] proposed an approach of integrating hierarchical cluster-
ing analysis. Different from other classification algorithms, GA approach has been in used 
for various purposes in intrusion detection as optimization, automatic model generation, 
and classification [48]. GA is a search algorithm that utilizes the mechanics of natural 
selection and genetics. It is often used to generate detection rules or to select appropri-
ate features from the input data. However, the classification accuracy of using GA was 
slightly lower than tree algorithms such as J4.8 and CART [49]. Although numerous clas-
sification algorithms are used to detect intrusions, only a couple of algorithms have been 
used with an integration of cloud computing architecture. A detailed explanation how the 
MLAs are used with integration of cloud computing technology for detecting intrusions 
is included in "Utilization of MLAs in cloud computing" section.

Clustering versus classification

As we discussed above, in the past, researchers focused on identifying different algo-
rithms’ applicability to intrusion detection. However, in recent studies [36, 37], research-
ers has exclusively focused on the use of classification MLAs in network intrusion 
detection. From the study by Erman et  al. [34], it has been found that clustering (i.e. 
autoClass) outperforms classification (i.e. Naïve Bayes) by up to 9 % in accuracy metrics 
like recall, precision, and overall accuracy.

Why then, do classification algorithms dominate the current literature on MLAs in 
intrusion detection analysis? Although clustering can produce better results than clas-
sification, it is important to note that clusters generally do not map 1:1 to applications 
[34]. In an ideal clustering environment, the number of clusters would equal the number 
of application classes (HTTP, SMTP, FTP, POP3, etc.) and each application class would 
dominate one cluster [29]. In reality, applications can spread out and dominate a number 
of clusters or dominate no clusters at all. In these situations, it can become quite sticky 
to map backwards from a cluster to the source application. Given this limitation, classifi-
cation algorithms are much more commonly applied in the network intrusion detection 
sphere.

By and large, these MLA experiments and implementations relied on static, offline 
analysis of previously captured traffic. As network traffic data grows and more of these 
MLAs are adapted to the cloud, utilization of cloud computing for network intrusion 
detection is increasingly inevitable. In the following section, we discuss recent advances 
in the field.

Utilization of MLAs in cloud computing
The introduction of cloud computing provided a dramatic change in data management 
and processing across many different fields of computing—not only does it shift infra-
structure and computation to the network, it also dramatically reduces costs associated 
with the management of hardware and software resources. Furthermore, it has resulted 
in the development of new programming models such as MapReduce (e.g. Hadoop), 
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BigTable, and hybrid systems like Hive for analyzing large, complex, and disjointed data 
sets [50]. Using these models, numerous studies have been performed to conduct com-
putation analysis in cloud computing [5, 19, 20].

As we have discussed above, many MLAs can be paired with cloud computing tech-
nologies to improve intrusion detection analysis. When dealing with massive amounts of 
data (on the order of terabytes or petabytes, for example), intrusion detection becomes 
extremely difficult, and single computers cannot handle the sheer size of data. Thus, we 
turn to the cloud. Recent cloud-based intrusion detection techniques have predomi-
nantly employed the MapReduce model, an abstract programming model that processes 
large datasets on clusters of computers. MapReduce is composed of two somewhat 
obvious steps—map and reduce. In the MapReduce model, a large dataset is split and 
each split sent to a node, also known as a mapper, where each split is independently pro-
cessed. Mapper results are then shuffled, sorted, and passed to reducers that digest and 
prepare the final results [3]. A possible implementation of MapReduce for a cloud-based 
intrusion detection technique is inherently simple. The map step examines each split 
for traffic anomalies, and the reduce step combines them, packages them, and presents 
the overall report. Many researchers’ intrusion detection techniques follow this gen-
eral approach [3, 5, 51]. While particulars change, MapReduce remains a foundational 
tool throughout the most recent research on cloud-based intrusion detection analysis. 
Throughout the research, these implementations greatly reduce computing times for 
large traffic datasets.

Nonetheless, moving these intrusion detection techniques to the cloud brought with 
it its own unique set of challenges, most visible of which was the unsuitability of certain 
algorithms to cloud server architecture. Important and popular algorithm (such as the 
aforementioned k-means algorithm) cannot be directly implemented in the MapReduce 
framework due to iterative computations that reference all input data. As MapReduce 
splits input data to be processed among numerous computers, the algorithm cannot 
access inputs on different computers in the cloud architecture. However, researchers [8] 
adapted the k-means algorithm for use with MapReduce, by constructing and sharing a 
global array of centers that allow all distances to be calculated. As a popular cloud-based 
machine learning and data mining tool built on MapReduce, Mahout [52] and MLlib 
(aka SparkML) [53] support various MLAs including k-means functionality. However, 
writing new or customizing existing algorithms is too costly because all algorithms need 
to be implemented (or modified) by following fixed distributed runtime plans and under-
lying data-parallel framework. To address this limitation, researchers proposed several 
approaches of fast implementing approaches as SystemML [10], NIMBLE [11], MLbase 
[12], Distributed GraphLab [13], and Tupleware [14]. These approaches are classified as 
“Declarative ML” [54]. Declarative ML simplifies the development of MLAs by separat-
ing algorithm semantics from underlying framework and execution plans to make them 
run in a cloud computing environment more efficiently. Since Declarative ML is a rather 
new approach, it has not been broadly used to intrusion detection study yet.

Network flow and feature selection

While the MapReduce paradigm can be effective for larger datasets, some algorithms 
still have trouble swiftly dealing with large volumes of continuously generated traffic 
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data. To combat this, some researchers have turned to network flow applications (such 
as NetFlow, sFlow, OpenFlow and IPFIX) to cut down on data overheads with filtering, 
sampling, and flow aggregation techniques [55].

Lee et al. [21], for example, used Cisco NetFlow to monitor internet traffic, filtering 
unnecessary data out of flow records using MapReduce to improve computation times 
by 72 %. Li et al. [35] combined sFlow, MapReduce, and different MLAs (SVM and Deci-
sion Tree) to successfully classify host roles-a critical component of intrusion detection.

Nonetheless, while these network flow applications offer random and deterministic 
packet sampling, as well as other filtering, feature selection, and aggregation tools, they 
are often not sufficient for the complex world of cloud-based intrusion detection. As 
such, in recent years, researchers have increasingly turned to more in-depth, algorithm-
based feature selection techniques to improve the results of their cloud-based intrusion 
detection techniques.

In particular, while network flow applications do provide some feature selection tech-
niques, the problem of which features to choose remains a critical one for intrusion 
detection techniques on the whole. Not every feature of the data will be relevant, and 
some features can actually introduce noise or redundancy. Thus, selecting the optimal 
subset of features has become of great interest to researchers in recent years, and MLAs 
have provided an effective way to zero in on the best feature choices.

Stein et  al. [56] pioneered this work before the cloud, improving decision tree clas-
sification performance by introducing genetic algorithm-based feature selection that 
eliminates distracting or unnecessary features. In the cloud, Muthurajkumar et al. [51] 
employed a rough set-based feature selection algorithm that generates feature subsets 
designed to find the best balance between detection rates and false alarms in a cloud-
based intrusion detection technique. Chen et al. [57] used a MapReduce-based imple-
mentation of the OneR classifying algorithm, alongside vertical compression to improve 
detection up to 184 times with only tolerable losses in performance in their SVM-based 
cloud intrusion detection technique.

Although these feature selection algorithms have improved their respective intrusion 
detection techniques, they are not without their drawbacks. In some cases, while feature 
selection may improve the speeds of the detection algorithms, the overall time run-time 
increases, and training data cannot be incrementally handled [56]. Thus, if feature selec-
tion algorithms have to periodically re-assess optimal feature subsets, they may provide 
even more overhead, or miss newer, more sophisticated attacks. Chen et al. [57] argued 
that these drawbacks can be improved by refining MapReduce performance and imple-
menting newer algorithms with incremental clustering (or classifying) abilities.

Implementation examples

With the MapReduce paradigm, intrusion attempts per port number can be traced by 
analyzing a large login attempt dataset. First, a mapper grabs all port number data and 
places them into a key-value pair, and then a reducer condenses the data into more dis-
crete, manageable sets (i.e. Port 22: 25 entries; Port 80: 50 entries, ...) In general, the 
reducer performs its job in three phases: shuffle, sort, and reduce. The reduced dataset 
can then be processed by MLAs to classify port activities, as was shown in [35]. The-
oretically, when considering the analysis of the login attempts, the input data can be 
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formatted to become a set of key-value pairs as (ki, vi) and the map function is applied 
to produce a list of intermediate key-value pairs as map : (ki, vi) → list(kj , vj). Since the 
intermediate list of key-value pairs indicates the outputs produced by mappers, they 
need to be merged by reducers as reduce : (k2, list(v2)) → list(k3, v3). This mechanism 
is also efficient for detecting anomalous network activities by analyzing IP flow records 
[4, 58].

When utilizing cloud computing architecture for intrusion detection, most cloud-
based intrusion detection techniques are designed consisting of multiple components 
as data parser, data processing, data mapper and reducer. The data parser extracts 
essential information from the input data by eliminating unnecessary data. It mainly 
focuses on getting rid of useless (or redundant) features (i.e. variables) as well as identi-
fying unknown but significant features from “Big Dimensionality” data [59]. The parsed 
information is then processed to determine important features, which are formatted as 
metadata file and distributed to HDFS nodes. Then, cloud job dispatcher launches the 
data mapper to assign jobs to each computing node. After completion of the mapping 
process, the data reducer is performed to reduce redundancy information by merging 
them. The MapReduce model can be adapted to run each component. For instance, the 
model is often used to extract features since it requires a longer processing time [60]. 
Most supervised MLAs requires separate training and testing datasets. With the train-
ing dataset, a learning model is generated. Then, the learning model is applied to vali-
date and test with the testing dataset to show the effectiveness of the generated model. 
To run the supervised learning algorithms in the cloud, researchers proposed an idea of 
conducting the model generation as a sequential, but parallel processing on testing and 
training the data for detecting intrusions [61, 62]. Figure 1 shows a schematic diagram of 
classification procedure for intrusion detection with integrating the MapReduce model. 
It is important to note that this classification procedure is not a generic approach. For 
instance, the MapReduce model should be considered when dealing with numerous 
input features because it can speed up the computation of the data processing. Other-
wise, the model is not necessary to be adapted to the data processing. In general, the 
MapReduce model can have multiple mappers and reducers. Although single mapper 
and reducer can be used depending on designed analysis models, it is important to note 
that if the number of reducers decreases, the computation time of merging the outcomes 
coming from the mappers increases. No reducer is also possible. For example, del Río 
et al. [63] used only multiple mappers (no reducer) for network intrusion detection with 
rForest. Since various decision trees are generated from multiple mappers, they consid-
ered using all outcomes (i.e. decision rules) as classification rules.

As we discussed above, MLAs are generally not the sole component of a functioning 
intrusion detection, often working in tandem with other algorithms. Below we outline 
some of the most salient examples of MLA implementation in cloud-based intrusion 
detection techniques in recent research, and how they fit in to their respective systems.

• • Muthurajkumar et al. [51] introduced an intrusion detection model that used a com-
bination of fuzzy SVM and feature selection algorithms to produce high detection 
rates and minimal false positives.
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• • Vieira et  al. [64] proposed a grid and cloud computing intrusion detection system 
(GCCIDS) that combats attacks by using both signature-based and anomaly-based 
techniques to detect intrusions. In order to train the system, the authors employed 
neural network classification algorithms, and the resulting system boasted low pro-
cessing overhead and satisfactory performance for real-time implementation.

• • Singh et al. [65] implemented rForest for peer-to-peer botnet detection that proved 
adept at classifying malicious traffic on a cluster, with low false positive rates and 
considerable precision and recall.

A further summary of network intrusion detection techniques that employ MLAs in 
cloud-computing environments is included in Table 1.

Discussion
Besides the obvious concerns about ever-growing volume of network traffic data and 
common trade-off considerations (e.g. overhead vs. speed), there are several major 
research challenges of utilizing MLA in cloud-based network intrusion analysis.

There are three salient challenges facing widespread MLA implementation in cloud-
based network intrusion detection techniques [15]. First, MLAs trained on a particu-
lar datasets may not be suitable for other datasets, and that classification may not be 
robust over different datasets or domains. Although this remains a critical concern, 
some researchers have offered preliminary solutions to this problem. Second, MLAs 
in general are trained using a given number of class types, and hence large varieties of 
class types found in a dynamically growing dataset could lead to inaccurate classification 
results. Lastly, MLAs are developed based on a single learning task, and thus they are 

Fig. 1  A schematic diagram of MapReduce-based classification procedure for intrusion detection. It shows 
an example when MapReduce is applied multiple times to perform data processing, data training, and test‑
ing



Page 11 of 16Keegan et al. Hum. Cent. Comput. Inf. Sci.  (2016) 6:19 

Ta
bl

e 
1 

N
et

w
or

k 
in

tr
us

io
n 

de
te

ct
io

n 
te

ch
ni

qu
es

 th
at

 h
av

e 
be

en
 d

ev
el

op
ed

 u
ti

liz
in

g 
cl

ou
d-

co
m

pu
ti

ng
 te

ch
no

lo
gy

W
or

k
G

oa
l

D
at

as
et

(s
)

M
aj

or
 a

pp
ro

ac
he

s
Cl

ou
d 

en
vi

ro
nm

en
t

M
L 

al
go

ri
th

m
(s

)
A

dv
an

ta
ge

s
Ch

al
le

ng
es

Le
e 

et
 a

l. 
[2

1]
M

on
ito

r i
nt

er
ne

t  
tr

affi
c 

flo
w

Si
m

ul
at

ed
 N

et
Fl

ow
 

pa
ck

et
s

(1
) P

ac
ke

t s
am

pl
in

g,
 (2

) 
Fl

ow
 a

gg
re

ga
tio

n,
 

an
d 

(3
) M

ap
Re

du
ce

 
pr

og
ra

m
m

in
g 

m
od

el

A
pa

ch
e 

H
ad

oo
p

N
on

e
Fl

ow
 c

om
pu

ta
tio

n 
tim

e 
im

pr
ov

ed
 b

y 
72

 %
 o

ve
r l

eg
ac

y 
to

ol
s

Ba
tc

h-
pr

oc
es

si
ng

 
jo

bs
 a

nd
 te

xt
 in

pu
t 

fil
e 

fo
rm

at
s 

di
ffi

cu
lt 

to
 h

an
dl

e;
 fl

ow
 

an
al

ys
is

 to
ol

s 
ar

e 
no

t 
ad

eq
ua

te
ly

 d
ev

el
op

ed
 

fo
r t

he
 M

ap
Re

du
ce

 
in

te
rf

ac
e

Si
ng

h 
et

 a
l. 

[6
5]

P2
P 

bo
tn

et
 d

et
ec

tio
n

Si
m

ul
at

ed
 a

nd
 C

A
ID

A
 

sa
m

pl
e 

da
ta

se
ts

(1
) I

nf
or

m
at

io
n 

ga
in

 
m

ea
su

re
m

en
t 

an
d 

(2
) C

lu
st

er
in

g 
(ra

nd
om

 fo
re

st
) i

n 
m

ah
ou

t

A
pa

ch
e 

H
ad

oo
p

Ra
nd

om
 fo

re
st

Pr
oc

es
s 

hi
gh

 b
an

d‑
w

id
th

 in
 q

ua
si

-r
ea

l-
tim

e,
 e

ffe
ct

iv
el

y 
cl

as
si

fie
s 

m
al

ic
io

us
 

tr
affi

c 
on

 a
 c

lu
st

er

H
ig

h 
pa

ck
et

 d
ro

p 
ra

te
s, 

de
te

ct
io

n 
tim

es
 s

til
l a

 
lit

tle
 to

o 
hi

gh
, c

an
no

t 
re

sp
on

d 
to

 n
ew

er
, 

m
or

e 
so

ph
is

tic
at

ed
 

th
re

at
s

Bh
at

 e
t a

l. 
[6

7]
A

no
m

al
y 

in
tr

us
io

n 
de

te
ct

io
n

N
SL

-K
D

D
 9

9
(1

) N
aï

ve
 B

ay
es

 (N
B)

 
tr

ee
 a

nd
 (2

) A
 h

yb
rid

 
ap

pr
oa

ch
 o

f N
B 

tr
ee

 
an

d 
ra

nd
om

 fo
re

st

A
m

az
on

 E
C

2
N

B 
tr

ee
 a

nd
 ra

nd
om

 
fo

re
st

G
oo

d 
pe

rf
or

m
an

ce
, 

hi
gh

 a
cc

ur
ac

y,
 lo

w
 

fa
ls

e 
po

si
tiv

e 
ra

te
 

fo
r N

B 
tr

ee
/r

an
do

m
 

fo
re

st
 h

yb
rid

 im
pl

e‑
m

en
ta

tio
n

H
ig

h 
fa

ls
e 

po
si

tiv
e 

ra
te

 
fo

r n
on

-h
yb

rid
 im

pl
e‑

m
en

ta
tio

ns

C
he

n 
et

 a
l. 

[2
0]

Ph
is

hi
ng

 a
tt

ac
k 

de
te

c‑
tio

n
Si

m
ul

at
ed

 d
at

as
et

A
pa

ch
e 

H
ad

oo
p

Eu
ca

ly
pt

us
, A

pa
ch

e 
H

ad
oo

p,
 a

nd
 A

m
a‑

zo
n 

EC
2

Co
lla

bo
ra

tiv
e 

al
go

‑
rit

hm
 b

as
ed

 o
n 

di
st

rib
ut

ed
 h

as
h 

ta
bl

es
 (D

H
T)

Pr
ac

tic
al

 s
ch

em
e,

 c
an

 
be

 g
en

er
al

iz
ed

 to
 

ot
he

r a
tt

ac
ks

N
ot

 te
st

ed
 w

ith
 v

ar
io

us
 

da
te

se
ts

C
he

n 
et

 a
l. 

[5
7]

In
tr

us
io

n 
de

te
ct

io
n

KD
D

 9
9,

 C
M

D
C

 2
01

2
(1

) F
ea

tu
re

 re
du

ct
io

n,
 

(2
) V

er
tic

al
 c

om
pr

es
‑

si
on

, a
nd

 (3
) I

nt
ru

‑
si

on
 d

et
ec

tio
n

A
pa

ch
e 

H
ad

oo
p

O
ne

R 
al

go
rit

hm
, 

affi
ni

ty
 p

ro
pa

ga
tio

n,
 

KN
N

, a
nd

 S
VM

Fa
st

er
 th

an
 tr

ad
iti

on
al

 
m

od
el

s
N

o 
in

cr
em

en
ta

l c
lu

st
er

‑
in

g 
ab

ili
ty

—
fe

at
ur

e 
re

du
ct

io
n 

an
d 

tr
ai

ni
ng

 
st

ep
s 

ca
n 

pr
ov

id
e 

si
gn

ifi
ca

nt
 o

ve
rh

ea
d

M
ar

ne
rid

es
 e

t a
l. 

[2
2]

M
al

w
ar

e 
de

te
ct

io
n

Si
m

ul
at

ed
 d

at
as

et
(1

) E
ne

rg
y 

es
tim

at
io

n,
 

(2
) F

ea
tu

re
 s

el
ec

tio
n,

 
an

d 
(3

) C
ov

ar
ia

nc
e 

an
al

ys
is

U
nk

no
w

n
C

ho
i-W

ill
ia

m
s 

di
st

rib
u‑

tio
n

Eff
ec

tiv
e 

fo
r i

de
nt

ify
in

g 
Ke

lih
os

 in
je

ct
io

n
N

ot
 te

st
ed

 w
ith

 v
ar

io
us

 
da

te
se

ts



Page 12 of 16Keegan et al. Hum. Cent. Comput. Inf. Sci.  (2016) 6:19 

Ta
bl

e 
1 

co
nt

in
ue

d

W
or

k
G

oa
l

D
at

as
et

(s
)

M
aj

or
 a

pp
ro

ac
he

s
Cl

ou
d 

en
vi

ro
nm

en
t

M
L 

al
go

ri
th

m
(s

)
A

dv
an

ta
ge

s
Ch

al
le

ng
es

M
ut

hu
ra

jk
um

ar
 e

t a
l. 

[5
1]

In
tr

us
io

n 
de

te
ct

io
n

Si
m

ul
at

ed
 d

at
as

et
(1

) F
ea

tu
re

 s
el

ec
tio

n 
an

d 
(2

) F
uz

zy
 S

VM
U

nk
no

w
n

Ro
ug

h 
se

t b
as

ed
 

fe
at

ur
e 

se
le

ct
io

n 
al

go
rit

hm
 (R

SF
SA

), 
fu

zz
y 

SV
M

Re
du

ce
s 

nu
m

be
r o

f 
de

ci
si

on
 a

tt
rib

ut
es

 
an

d 
th

e 
si

ze
 o

f l
og

 
da

ta
, f

as
te

r t
ha

n 
tr

ad
iti

on
al

 m
od

el
s

N
ot

 te
st

ed
 w

ith
 v

ar
io

us
 

da
te

se
ts

Vi
ei

ra
 e

t a
l. 

[6
4]

In
tr

us
io

n 
de

te
ct

io
n 

te
ch

ni
qu

e
Si

m
ul

at
ed

 d
at

as
et

U
til

iz
at

io
n 

of
 g

rid
 a

nd
 

cl
ou

d 
co

m
pu

tin
g

U
nk

no
w

n
Fe

ed
-fo

rw
ar

d 
ne

ur
al

 
ne

tw
or

k
Su

cc
es

sf
ul

ly
 e

xp
lo

re
s 

co
m

m
un

ic
at

io
n 

ev
en

ts
 to

 m
ar

k 
in

tr
us

io
n

La
rg

e 
sa

m
pl

e 
pe

rio
d 

of
 

da
ta

 is
 re

qu
ire

d 
an

d 
tr

ai
ni

ng
 c

an
no

t a
da

pt
 

ne
w

 th
re

at
s

W
an

g 
et

 a
l. 

[6
8]

N
et

w
or

k 
tr

affi
c 

pa
ss

iv
e 

m
ea

su
re

m
en

t
C

A
ID

A
 d

at
as

et
 

(a
no

ny
m

iz
ed

 tr
affi

c 
da

ta
 c

ol
le

ct
ed

 fr
om

 
eq

ui
ni

x-
ch

ic
ag

o 
an

d 
eq

ui
ni

x-
sa

nj
os

e)

IP
 tr

ac
e 

an
al

ys
is

 s
ys

te
m

 
(IP

TA
S)

U
nk

no
w

n
N

on
e

U
se

fu
l p

ro
to

ty
pe

 o
f 

pa
ss

iv
e 

tr
affi

c 
an

al
y‑

si
s 

to
ol

N
ot

 p
ro

vi
de

 a
 fi

ne
-

gr
ai

ne
d 

tr
affi

c 
an

al
ys

is



Page 13 of 16Keegan et al. Hum. Cent. Comput. Inf. Sci.  (2016) 6:19 

not suitable for multiple learning tasks and knowledge transfers required for effective 
intrusion detection and prevention.

Although Singh et al. [65] provided a concrete example of these latter concerns in our 
literature, detailing newer botnet architectures that allow for more efficient, less detect-
able communication inspired by ant-colony foraging behavior, it is important to note 
that current machine learning techniques cannot uncover or flag these types of instan-
taneous or stealthy behaviors. In addition, we should consider and assume that as newer 
threats develop, MLAs will have difficulty remaining one step ahead, without opportu-
nity to train for newer class types or multiple learning tasks necessary to keep attackers 
at bay [18].

Even effective classification training cannot provide timely or accurate results for 
network intrusion. Vieira et  al. [64] found that 10 days of usage simulation for artifi-
cial neural network training on their intrusion detection techniques fell considerably 
short, resulting in a high number of false negatives and high uncertainty. The longer a 
MLA takes to complete its learning phase, the slower it will be to adapt to new threats. 
Moreover, the lack of incremental clustering ability is considered as a possible research 
challenge [57]. Therefore, feature extraction or reduction algorithms often have to be 
performed, which could provide considerable overhead and slower response to newer, 
more sophisticated attacks [66].

Thus, the two-pronged challenge of swifter results and more efficient, nimble training 
looms large in the near future, as intrusion detection techniques work to become more 
nimble and responsive. In truth, we will likely never see a perfect cloud-based, MLA-
integrated intrusion detection approach, but some of these deficiencies can be improved 
with general advancement of the field, dedicated refinement of algorithms, and some 
creative problem solving along the way.

Conclusion and futureworks
As more and more of our modern computing infrastructure migrates to the cloud, intru-
sion detection will become an ever more important piece of the research landscape. 
To protect infrastructures, organizations all over the world are spending considerable 
amounts on information security and privacy.

This paper examines the current state of network intrusion detection research, high-
lighting various MLAs that can be utilized not only to detect security incidents, but to 
proactively monitor networks, or train a system to improve their detection processes. 
The field of network traffic intrusion detection using machine learning has potential to 
grow—especially in the cloud but certain problems and challenges must be overcome.

In future work, we plan to conduct an extensive study to determine the effectiveness 
of machine-learning based solutions for network intrusion detection, focusing on per-
formance of real-time cloud-based intrusion detection techniques, swifter and more 
effective training, and in-depth comparisons of existing network intrusion detection 
solutions. At the same time, we are going to design a comprehensive, but reliable intru-
sion detection approach by integrating machine learning techniques.
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