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Introduction
Subjective evaluation of assistive technology solutions often has access to limited num-
ber of representative users in the rating process. Sometimes non- representative users 
(e.g. a blind folded person as blind) act as subject to increase the number. Most of the 
case same data collection process, self-reported measures (e.g. questioners) are used 
for both [1] groups of users. In the data collection process, representative users need to 
express their subjective opinion to data collector (facilitator). This can introduce cog-
nitive bias and may hinder the relatively unbiased data collection. The intermediary 
assistance causes direct or indirect influence to the rating process and makes the rating 
process slower and less objective. It also affects the “privacy” and may have issues, such 
as ‘Forer effect’ [2] or ‘Hawthorne effect’ [3]. Figure 1 shows a schematic diagram of sub-
jective data collection. A representative subject is participating in the rating process with 
the help of a ‘facilitator’. In step one, the facilitator may ask a question to the subject with 
subject’s preferred medium of instruction (audio, Braille etc.). The subject may under-
stand the question (step 2) and answer with a subjective score (step 3) or may not able to 
answer due to medium or other problem. If subject answer the question, the next step of 
the facilitator is to record the score on behalf of subject (step 4) or repeat the question (if 
necessary changing the medium).
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Self-reported measure suffers from predictive bias [4]. Use of the same measure in dis-
ability experiment is unreliable and affected by experimental biases [4]. To resolve bias 
issues, a paired comparison testing was reported in [6]—which is weighting the rating 
scores by subjects participated in the study. The paired comparison is unable to address 
underlying bias issue. We propose a technology mediated approach that includes subjec-
tive rating with user observation (secondary) to solve the existing problem. The rational 
to choose a hybrid approach is that removing some bias may improve the reliability of 
the subjective rating.

The hybrid approach aims to combine subjective rating (un-weighted) with weights 
given by experts. The indirect weight can be computed by experts’ analysis on post-
experiment recorded video combining with subject’s ability profile. The hybrid approach 
combines the quantitative data from subjective rating and weighted qualitative analysis 
of rating validation on the video.

Two different cases were analyzed to show the utility of the proposed approach. The 
first experiment considers usability and mental workload analysis of blind subjects dur-
ing interaction with RMAP [7] (reconfigured mobile android phone)—an android appli-
cation to read printed text. The second experiment is a cross-disability communication 
experiment [8] performed to assess the mental workload of four participants in design-
ing four different design of the same problem—different design mode of communica-
tion using android application and other devices. NASA-TLX rating scheme was used in 
both assessment [5, 6].

We perform Cronbach alpha test [13] to ensure the reliability of the score and use a 
gradient descent algorithm to update the alpha score (weights) in the process of hybridi-
zation. We also apply Kano analysis [14], to see whether subjects are satisfied or not with 
the new rating process.

Fig. 1  Subjective rating process in disability study (with representative user). Steps are shown in Charlie 
brackets
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The rest of the paper is organized as follows. The “Background” summarizes reported 
works to set the context of research. The subsequent sections (“Research method” and 
“Results and discussion”) explain the proposed hybrid method with two experiments. 
Finally, “Conclusion” concludes the paper with lessons learned and future works.

Background
Rating effects

The individual ratings are high for applications that are tailored to ones specific need. 
Such ratings are rarely useful and general enough to apply to a diverse population. 
The effect is known as ‘Forer effect’, or sometimes ‘Barnum Effect’ [2]. Some studies 
have found that subjects give higher accuracy ratings for three reasons: (a) the subject 
believes that the analysis applies only to him or her, and thus applies their own mean-
ing to the statements [12], (b) the subject believes in the authority of the evaluator, and 
(c) the analysis lists mainly positive traits [2]. A closely general and related effect to the 
‘Forer effect’ is the ‘subjective validation’; a person will consider a statement or another 
piece of information to be correct if it has any personal meaning or significance to them 
[1]. In disability data collection, the facilitator or interviewer assists the subject in the 
rating process. The subjects need to express his/her opinion in witness of the facilitator. 
The problem with this observation is well known Hawthorne effect [3]. Hawthorne effect 
affects subjective rating reflecting idealized rather than typical behavior.

Rating biases

Since stimulus bias has been shown to be substantially more effective with category rat-
ings than with magnitude estimation, Pollack restricts examination to category rating 
scales [2]. There are a number of other biases worth mentioning for the sake of clarity 
and completeness.

1.	 Cognitive bias [9]—A cognitive bias is a pattern of deviation in judgment which may 
be caused by inferences about other people and situations [1]. It may sometimes lead 
to perceptual distortion, inaccurate judgment, illogical interpretation, or what is 
broadly called irrationality and results an unsatisfactory rating. Cognitive bias arises 
from various processes that are sometimes difficult to distinguish. These include 
shortcuts (heuristics) during information-processing, mental noise and the mind’s 
limited information processing capacity, emotional and moral motivations, or social 
influence. [9]

2.	 Construct bias [4]—It occurs when an experiment has different meanings for two 
groups, in terms of the precise construct that the test is intended to measure. It has 
to do with the relationship of observed scores to true scores on psychological test. 
If this relationship can be shown to be systematically different for different groups, 
then we might conclude that the test is biased. Construct bias can lead to situations 
in which two groups have the same average true score on a psychological construct 
but different test scores.

3.	 Predictive bias [2]—It has to do with the relationship between scores on two differ-
ent tests. One of these tests (the predictor test) is thought to provide values that can 
be used to predict scores on the other test (the outcome test or measure). For exam-
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ple, graduate admissions officers might use Graduate Record Examination (GRE) 
test scores to predict GPAs. The GRE would be the predictor test and GPAs would 
be the outcome measure. In this context, test bias concerns the extent to which the 
link between predictor test true scores and outcome test observed scores differ for 
two groups. If the GRE is more strongly predictive of GPA for one group than for 
another, then the GRE suffers from predictive bias, in terms of its use as a predictor 
of GPA.

Issues in unbiased rating

Friedman [12] examined issues involved in creating a relatively unbiased rating scale. 
These are: (1) connotations of category labels; (2) response alternative effects; (3) implicit 
assumptions of the question; (4) forced-choice vs. non-forced-choice rating scales; (5) 
unbalanced and balanced rating scales; (6) order effects; (7) direction of comparison; (8) 
optimal number of points; (9) context effects; (10) rating approach, e.g., improvement 
needed, performance, comparison to expectations, comparison to ideal, etc. These are 
briefly explained in Table 1.

Paired comparison approach

In cognitive psychology paired comparison technique works with pair-wise comparing 
entities to judge which of each entity is preferred, or has a greater amount of quantita-
tive property [5]. The method of pair-wise comparison is used in the scientific study of 
preferences, attitudes, voting systems, social choice, public choice, and multi-agent AI 
systems. Suppose we have two mutually distinct alternatives x and y, the preference can 
be expressed as a pairwise comparison. For instance, the agent prefers x over y: “x > y” 
or “xPy”. The agent prefers y over x: “y > x” or “yPx”; or, agent is indifferent between both 
alternatives: “x = y” or “x|y”.

NASA‑TLX

The NASA task load index (NASA-TLX) is developed by the Human Performance 
Group at NASA’s Ames Research Center [5]. NASA-TLX is a multidimensional sub-
jective rating tool that rates perceived workload, in order to assess the task, system, or 
team’s effectiveness or other aspects of performance. Six sub-scales in NASA-TLX are 
mental demand, physical demand, temporal demand, performance, effort and frustra-
tion [5]. That applies paired comparison technique known as the weighted NASA-TLX 
method to resolve the bias issues [6]. It requires subject’s more (at least double) involve-
ment in the rating process, which is not plausible in disability study context.

In our work, the hybridization process runs with subjects rating and post-rating analy-
sis of the rating process (expert’s rating about rating).

Research method
To the best of our knowledge, either ‘Forer’ or ‘Hawthorne’ is not incorporated in any 
subjective rating system. To analyze these effects and bias in rating processes, we col-
lect multidimensional data, rating data with quantitative and qualitative properties. For 
instance, with the subjective rating, user observation (recording video) and post-task 
interview are conducted for secondary (experts) evaluation and weight computation. A 
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quantitative analysis may apply in rating scores. While the qualitative measures like—
flow graph analysis, critical incidence, fact gathering may apply for weighting the subjec-
tive rating. The process is shown in Fig. 2.

A hybrid rating system combined with the Kano model in subjective data collection 
can provide a much needed objectivity and un-biased rating in the usability study. A case 
study is used to explain the processes in our laboratory experiment.

With multidimensional data, we apply Cronbach alpha [13] and Kano [14] analysis to 
gain perspective about user’s satisfaction score. Test failure of this analysis will necessi-
tate the requirement of hybridization. Also, in the hybridization process we compute the 
weight from secondary or tertiary evaluation of data; the weight is updated if necessary 
and adjusted with rating scores. The process can be continued unless we have an accept-
able alpha score and satisfaction score. The research steps are shown in Procedure 1.

Table 1  Issues to have an unbiased rating scale (summarized from [12])

Issues Explanation

(1) The connotations of category labels Rating descriptor words require some more thought. 
Not equal-interval scale may cause biased scale. 
Example: terrible__horrible__awful __fair __slightly 
good__all right__reasonably good

(2) Effect of response alternatives on interpretation of 
the question

The response alternatives can affect the interpretation 
of the question. Knowledge of this phenomenon 
makes it easy to influence the responses of subjects. 
Example: “how often have you considered quitting 
your job?”

(3) Implicit assumptions of the question Some questions are biased because of an implicit 
assumption made by the question. Example: intrinsic 
or germane cognitive load?

(4) Forcing a choice A forced-choice rating scale will bias results by elimi-
nating the undecided and/or those with no opinion. 
In disability study, this is a crucial consideration

(5) Unbalanced rating scales Generally, rating scales should be balanced, with an 
equal number of favorable and unfavorable response 
choices. Example: (unbalanced) “Excellent,” “very 
good,” “good,” “fair,” “poor.” This scale is unbalanced, 
with three favorable and only one unfavorable 
response choice

(6) Order effects in rating scales Traditionally, researchers present the most posi-
tive items in the scale first (e.g., “strongly agree,” 
“extremely interesting,” or “extremely satisfied”) and 
the most negative items last (“strongly disagree,” “very 
boring,” or “extremely dissatisfied”)

(7) The direction of comparison Many surveys contain questions of comparison, where 
respondents are asked to compare two stimuli

(8) The number of points Ideally, a rating scale should be consistent enough 
points to extract the necessary information. Vari-
ability can be improved by using scales with too 
many points

(9) Context effects Many surveys consist of a series of questions whose 
purpose is to help the researcher determine which 
factors correlate most strongly with the subjects’ 
overall opinion. Some questions may influence by 
subsequent questions
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Procedure 1: rating hybridization process

(1) Rating data pre-processing procedure

 (a) Selection of multidimensional rating data

 (b) Identifying qualitative and quantitative part

 (c) Identify statistical analysis

(2) Rating effect and bias analysis

 (a) Reliability test—Cranach alpha test

 (b) User acceptance—Kano analysis

(3) The hybridization_process

 (a) Weight computation—critical incidence analysis

 (b) Weight update—gradient decent delta rule

 (c) Scale improvement with weight

Datasets

Two datasets are used in this study: (1) reconfigured mobile android phone (R-MAP) 
dataset [7] and (2) cross-disability communication dataset [8]. NASA-TLX data is con-
sidered as the rating data and the observation during data collection are coded with 
critical incidence analysis are considered as weights to modify the NASA-TLX. Brief 
descriptions of data sets are as following:

1.	 R-MAP dataset—This study was conducted between two groups: representa-
tive and non-representative [6]. In the representative group, there were four blind 
people; two are non-expert, and two are expert. Expertness is considered based on 

Fig. 2  Example-multidimensional data collection process [8]
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their experience smart phone use experience for more than a year. The second study 
group (non-representative) contained twenty blindfolded participants; ten of them 
are considered an expert and the other ten participants are non-expert. Participants 
were trained and were asked to use the R-MAP to read different objects, documents 
that have text in it (e.g. texts from a text book). The data collection process is passed 
through the institutional review board. R-MAP subjective rating dataset uses the 
concept of the NASA task load index [5, 6] with six dimensions to assess mental 
workload: mental demand, physical demand, temporal demand, performance, effort, 
and frustration.

This dataset also contains five dimension usability scores: learnability, satisfaction, 
errors, efficiency and memorability [20]. R-MAP questioners are shown in Tables 2 and 
3. Table 2 shows the description of NASA-TLX dimensions. Five step graded response 
scales are used to obtain ratings for these dimensions. A score from 0 to 10 is obtained 
on each scale. The six individual scale rating are combined using a weighting procedure 
(Table 4). A cumulative workload score from 0 to 1 is obtained for each rated task by 
multiplying the weight by the individual dimension scale score, summing across scales, 
and dividing by individual average score we normalized the score.

2.	 Cross-disability communication dataset—The cross-disability dataset is more qualita-
tive dataset than quantitative [8]. Four usability experts participated in a discussion of 

Table 2  NASA-TLX used in R-MAP subjects’ mental workload assessment

Scale Description

Mental demand How much mental and perceptual activity was required (e.g. thinking, deciding, calculation, 
remembering, looking, searching, etc.)?

Was the task easy or hard, simple or complex, extracting or forgiving?

Physical demand How much physical activity was required (e.g., pressuring during tapping interface, tap-
ping in different locations, double-tapping, position the camera, positioning your hand, 
positioning the item etc.)?

Was the task easy or hard, slow or fast, slack or strenuous and restful or laborious?

Temporal demand How much time presser did you feel due to the rate or pace at which the task or task ele-
ment occurred?

Was the pace slow and leisurely or rapid and frantic?

Performance How successful do you think you were in accomplishing the goals of the task set by experi-
menter?

How satisfied were you with your performance in accomplishing these goals?

Effort How hard did you have to work (mentally and physically) to accomplish your level of 
performance?

Frustration level How insecure, discouraged, irritated, stressed, and annoyed versus secure, gratified, content, 
relaxed, and complacent did you feel during the task?

Table 3  R-MAP usability measures quantitative

Question category Question

Memorability How difficult was the experiment instruction content for you?

Learnability How difficult was to learn with the instruction format?

Efficiency How much did you concentrate during experiment?

Errors What do you think about the chances of errors during the experiment?

Satisfaction How pleasant are you to participate in this experiment and to use the design?
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cross-disability communication improvement. A deaf (Doris), a blind (Bob) a deaf–
blind (Debra) with a facilitator (Jon) set in that conversation. The naming convention 
(not the actual name) is used for the simplicity. The fifth person was instructed to 
record the conversation, which is later used in critical incidence analysis. A snapshot 
of the experimental setting is shown in Fig. 3.

	 In the whole conversation, four different types of communication design (to deaf vs. 
blind communication) were discussed. These four designs are: (1) speech-text-speech, 
(2) speech-sign-speech, (3) Braille-text-Braille and (4) Braille-sign-Braille. Figure  4 
shows one such design between (Speech-sign-speech). The experiment is conducted 
without any time bound. Through this process, NASA-TLX score was recoded for 
each design.

	 CD-1 (communication design one-speech-text-speech) Speech from Bob can be 
encoded, then sent to Doris and she can read, and then text her reply with decoded 
as speech to Bob. Considerations: Bob cannot type, but speak and listen on the other 
hand Debra cannot speak or listen, but read text and type.

Table 4  Subjectobservation (critical incidence) weight index table

Weight Critical incidence (observed)

5 The subject is very much happy and responds quickly

4 Subject asked a question or responded slowly

3 Subject is confused about the rating

2 Subject’s reply is not the relevant, facilitator need to ask him again

1 Subject is sad

Fig. 3  Cross-disability communication design experiment
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	 CD-2 (communication design two-speech-sign-speech) Speech from Bob can be 
encoded, then sent to Doris and played by the avatar to mimic the sign (ASL) to Doris, 
and finally Debra replays by the sign that is encoded to speech and sent back to Bob 
(Fig.  4). Considerations: Bob cannot type, but speak and listen on the other hand 
Doris cannot speak or listen, but read text and type.

	 CD-3 (communication design three speech-sign-speech) Braille from Bob can be 
encoded, then sent to Doris as text and she can read and reply text to Bob that is 
decoded to Braille again.

	 CD-4 (communication design four-speech-sign-speech) Braille from Bob can be encoded, 
then it can be sent to Doris and played by the avatar to mimic the sign (ASL) to Doris, 
and finally Doris replays by a sign, that is encoded to Braille and send back to Bob.

After each design discussion, they are asked to answer usability and cognitive load 
questioners (scored as 0–10 points). Same usability questionnaires (Table 3) and NASA-
TLX (Table 2—modified in Table 5 for collaboration perspective) was used. These criti-
cal incidences (observations) are processed to find inherent causes and used to estimate 
weights of the expressed opinion.

Fig. 4  CD-2 (communication design-two: speech-sign-speech) conversation between Bob and Doris

Table 5  NASA-TLX used in subjects’ collaborative mental workload assessment [8]

Scale Description

Coordination demand How much coordination activity was required (e.g., correction, adjustment)? Were 
the coordination demands to work as a team low or high, infrequent or frequent?

Communication demand How much communication activity was required (e.g., discussing, negotiating, 
sending and receiving messages)? Were the communication demands low or high, 
infrequent or frequent, simple or complex?

Time sharing demand How difficult was it to share and manage time between task work (work done 
individually) and teamwork (work done as a team)? Was it easy or hard to manage 
individual tasks and those tasks requiring work with other team members?

Team effectiveness How successful do you think the team was in working as a team? How satisfied were 
you with the team related aspects of performance?

Team support How difficult was it to provide and receive support (providing guidance, helping 
team members, providing instructions, etc.) from team members? Was it easy or 
hard to support/guide and receive support/guidance from other team members?

Team dissatisfaction How emotionally draining and irritating versus emotionally rewarding and satisfying 
was it to work as a team?
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Measurement

Alpha test

Cronbach’s alpha [13] is widely believed to be an indicator of the degree to which a set of 
items measures a single one-dimensional latent construct and useful in reliability testing 
of scores.

Cronbach’s alpha statistic is widely used in the social sciences, business, nursing, and 
other disciplines. Researchers investigate that alpha can take on quite high values even 
when the set of items measures several unrelated latent constructs [23, 24]. As a result, 
alpha is most appropriately used when the items measure different substantive areas 
within a single construct. Alpha can be artificially inflated by making scales which con-
sist of superficial changes to the wording within a set of items or by analyzing speeded 
tests. In this case, alpha treats any covariance among items as true-score variance [23]. 
Alpha is not robust against missing data and in case of more than one construct. Coef-
ficient omega or other may be more appropriate when the set of items measures more 
than one construct [25, 26].

Coefficient alpha is computed from the item variances with the ratio of variances as 
the sum of the n item variances divided by the total test variance.

Table 6 shows acceptable alpha scores.

Kano analysis

Kano analysis [14] is performed to get insight of user satisfaction in the rating process. 
It is a widely used usability tool that focuses on differentiating any features of the opera-
tion, as opposed to focusing initially on user’s needs. Kano also produced a methodology 
for mapping consumer responses to questionnaires onto his model which may be useful 
incorporating with a traditional rating system.

The adoption of Kano model for disability study is shown in the Fig. 5.
The diagonal line (blue) indicates the one-dimensional expected need of the user. The 

curve in the bottom (red) indicates the user’s basic need which is known as a must-be 
requirement and the curve in the top (green) represents the excitement needs in terms 
of attractive requirement [14]. Dotted lines are used to represent scales of user accept-
ance and satisfaction. The horizontal dotted lines represent satisfaction and the vertical 
lines are aligned with user’s acceptance scores.

A pair of Kano questioners is shown in Table  7. Table  8 shows a Kano evaluation 
process.

(1)α =
n
(

1−
∑

σ 2
I /σ

2
T

)

n− 1

Table 6  Cronbach’s alpha scale

Cronbach’s alpha Internal consistency

α ≥ 0.9 Excellent (high-stakes testing)

0.7 ≤ α < 0.9 Good (low-stakes testing)

0.6 ≤ α < 0.7 Acceptable

0.5 ≤ α < 0.6 Poor

α < 0.5 Unacceptable
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The user satisfaction coefficient (US‑coefficient)

The US-coefficient is indicative of how strongly a quality feature may influence satis-
faction or, in case of it “non-fulfillment” user dissatisfaction. To calculate the average 
impact on satisfaction, it is necessary to add the attractive and one-dimensional columns 
and divide by the total number of attractive, one-dimensional, must-be and indiffer-
ent responses. For the calculation of the average impact on dissatisfaction, we add the 

Fig. 5  The Kano model [14]

Table 7  Kano model questioners

Subject’s expectation fulfilled  
(functional form)

If you see, the subject can perform ×  
operation how does he feel?

(a) He likes it in that way
(b) It must be that way
(c) The way he is interested
(d) He can live with that way
(e) He dislikes the way

Subject’s expectation not fulfilled 
dysfunctional form

If you see a subject cannot perform ×  
operation how does he feel?

(a) He likes it in that way
(b) It must be that way
(c) The way he is interested
(d) He can live with that way
(e) He dislikes the way

Table 8  Kano model evaluation

A attractive, M must be, R reverse, O one dimensional, Q questionable result, I indifferent

Functional Dysfunctional

Usability requirements Like Must be Natural Live with Dislike

Like Q A A A Q

Must be R I I I M

Natural R I I I M

Live with R I I I M

Dislike R R R R Q
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“must-be” and “one-dimensional columns” and divide by the same normalizing factor 
(Eqs. 2 and 3). The scores are evaluated using the frequencies of criteria M > O > A > I 
and the equations below:

According to Kano explanation, the positive US-coefficient ranges from 0 to 1; the 
closer the value to 1, the higher the influence on user satisfaction. The minus sign in 
dissatisfaction Eq. (3) indicate negative influence on customer satisfaction if this prod-
uct quality is not fulfilled. If the value of dissatisfaction approaches −1, the influence 
on customer dissatisfaction is especially strong, and product feature is not fulfilled. 
A value of about 0 signifies that this feature does not cause dissatisfaction. The sat-
isfaction and dissatisfaction scores are based on the frequencies of M, O, A, I and 
R. Some rules can be followed which are known as evaluation rule. M  >  O  >  A  >  I 
must-be > one-dimensional > attractive > indifferent.

The quality improvement index (QI)

The QI is the ratio calculated by multiplying the relative significance of a usability 
requirement (self-stated importance) for the subject with the gap value of the facilitator 
rating scale in the questionnaire

where, RI = Relative importance, EF = evaluation of facilitator, and ES = evaluation of 
subject.

The value is indicative of how important the feature, service or process requirement is 
in terms of the quality improvement. The higher value in the positive range, the higher 
the relative improvement of quality form subjective viewpoint. However the higher neg-
ative values of this index, the higher the relative competitive disadvantage.

Critical incidence observation

Critical incidence combine (What +  emotion +  Why) from a given observation [15]. 
What—provides an in-depth description of the event and try to write it without judg-
ment or interpretation. Emotions—describes the feelings the subject was ‘experienced’ 
with the incident. Why—explains why the incident was meaningful to us, and then put 
observer in the position of the subject and explains from their perspective why the inci-
dent was meaningful. critical incident analysis considers the position of observer-What 
is some of his personal beliefs related to expert knowledge that he/she identified when 
reflecting on this incident? After considering this incident, what he/she would do differ-
ently in light of new understanding? The hybrid approach encompasses the un-weighted 
NASA-TLX system and experts rating (weights) on the recorded videos. The matters 
of considerations are subjective experiences, functional states, task difficulty and time 
pressers [21]. The weight range considered (5-1 scale) as like Table 4.

(2)Satisfaction =
A+ O

A+ O +M + I

(3)dissatisfaction =
O +M

(A+O +M + I)(−1)

(4)QI = RI (EF−ES)
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Gradient descent rule

Gradient descent search can be performed to reduce the error in critical incident analy-
sis through adjustments of weights [16].

where, D (w) is the gradient and η is the learning rate (small, positive). This moves us 
downhill in direction D (w) (steepest downhill direction), how far we go is determined 
by the value of η and the critical incidence learning rule may be an especially case of this 
general gradient descent rule. The algorithm is as flowing: 

Algorithm (GDR)
Step 1: Pick an initial set of weights w, e.g. randomly
Step 2: Evaluate D (w) at  w
Step 3: Update all the weights

w new =  w old  - η  D (w)
Step4: Check if D (w) is approximately 0
if so, we have converged to a “flat minimum”
Else, move again in weight space

Step 5: In critical incidence learning, D (w) is ( t(i) – σ[f(i)] ) dσ[f(i)] xj(i);

where, error = t(i) – σ[f(i)], c = dσ[f(i)] and critical incidence = xj(i);

Gradient descent rule needs a number of assumptions to be satisfied in order to suc-
ceed in convergence. To keep it simple for wide range of readers from different disci-
plines, we computed the initial value 0.5, the average of normalized maximum (1.00) and 
minimum (0.00) possible value ((1.00 + 0.00)/2). Total number of iteration required to 
converge will be sensitive to initial value. For instance, we start with 0.5 as the initial 
weight and performed five iterations, which are shown in result section (Table 11).

Results and discussion
In order to assess the reliability of collected subjective NASA-TLX scores, we apply the 
alpha test in two datasets. Alpha test results on R-MAP dataset and Cross-disability 
communication dataset are shown in Tables 9 and 10, respectively. It was observed from 
Table 9, that R-MAP dataset has an acceptance result (>0.80 which is >0.7). This is con-
sistent in both mental workload and usability assessment.

The problem of data reliability takes part in cross-disability data analysis. In un-
weighted cross-disability NASA-TLX, all scores lose reliability in terms of alpha 
(Table 10). Alpha in weighted NASA-TLX (weighted by subject) shows the worst reli-
ability score of all datasets.

In the secondary analysis of traditionally collected data, facilitators scored for Kano 
analysis. The collection of satisfaction and dissatisfaction scores can be as following. 
Along with the usability data collection procedure, like with a question “How easy it was 
for a user to accomplish basic tasks at the first time?”, facilitator might observe how do 
the subject feel while answering a satisfactory score of the question. The facilitator can 
score about that score in (0.0–1.0 scale). Facilitators may arbitrarily consider fair or poor 

(5)wnew = wold − η D(w)
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scores. For instance, let x (max value = 10) be the score to be considered by the facilita-
tor. If x > 6, it can be considered as a good score. if x < 4 a poor score, score 4–6 may be 
ignored-the means the original score is good, and there is no need to change. Similarly, 
for the dissatisfaction score, the facilitator may score for how does the subject feel while 
answering a poor score of the question “How easy it was for a user to accomplish basic 
tasks at the first time?” Figure 6 shows a simulation result of the five usability scores in 
term of Kano model.

User satisfaction coefficient (US-coefficient) plot is shown in Fig. 6a. A positive US-
coefficient which approaches 0 signifies that there is very little influence. Again, the 
negative US-coefficient −1 indicates that the influence on user satisfaction is especially 
strong if the analyzed usability feature is not fulfilled. A value of 0 signifies that this 
feature does not cause dissatisfaction if it is not met. Finally, the quality improvement 
index can be computed as Fig. 6b, which will give more inside on acceptance or decline 
of futures in existing design. In existing data, it is found that, with some disadvantages, 
users accepted two usability features (Q1) and acknowledges three irrelevant features 
(Q3). A Matlab simulation was performed (delta rule) on experts predicted weights with 
some initial values with Kano observation of user satisfaction. The initial weight for all 
load types is assigned 0.50, assuming the average of the possible maximum (1.00) and 
minimum (0.00) values. Updated weight is applied to modify the user expressed score. 
The alpha test is applied on the data and checked its reliability. This process continued 

Table 9  Alpha score on R-MAP dataset

Alpha value

All Items 0.8470

Mental load 0.8136

Physical load 0.8360

Temporal load 0.8255

Effort level 0.8448

Performance level 0.8231

Frustration level 0.8647

Learnability 0.8253

Satisfaction 0.8362

Errors 0.8430

Efficiency 0.8339

Memorability 0.8209

Table 10  Alpha score: cross-disability communication NASA-TLX data

Alpha value (unweighted) Alpha value (weighted)

All items 0.3467 0.2450

Mental load −0.1234 −0.1132

Physical load 0.1265 −0.3247

Temporal load 0.4267 −0.2150

Effort level 0.4765 0.3369

Performance level 0.5427 0.1176

Frustration level 0.1247 0.0129
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until we have a reliable score (0.0–0.7). The final weights and alpha score of modified 
dataset are shown in Tables 11 and 12. The generated weights are computed from maxi-
mum fifth iteration.

Conclusion
Subjective rating scales are used quite frequently in almost every aspect of research and 
practice for the assessment of workload, fatigue, usability, annoyance and comfort, and 
lesser known qualities such as urgency and presence [15]. The biased data can impede 
the actual need of target user and inferences obtained may not reveal the true nature of 
the problem leading to poor acceptances to target community. But, in disability research, 
same methods are being used for a long time with the help of an interpreter/moderator-
facilitator. We tried to show the issues related to data reliability and acceptability of such 
rating system in disability study.

Fig. 6  a Kano model representation of usability score as user satisfaction (US) coefficient; b a quality 
improvement index
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The proposed hybrid approaches have several benefits in all aspects of usability engi-
neering—reliability and user acceptability. According to the reviewer, the idea has found 
applications in other research/applied practices, for instance Credit Rating Agencies 
(e.g. Standard and Poor’s, etc.) are using in parallel qualitative and quantitative method-
ologies for providing their scores. It is expected to help to gain a better understanding of 
exact subjective need, prioritizing needs for development activities, distinguishing end 
users demand, adding the design trade-off process.

Although disability research is mostly user centric, Kano evaluation in the disabil-
ity rating acceptance might give a better understanding the characteristics of disability 
actual needs and to get natural requirements in assistive technology design. The gradi-
ent descent based weight updating of critical incidence scores are proposed as a new 
approach in qualitative weight adjustment.

In summary, this research combines the qualitative (using the gradient descent rule) 
and quantitative score to create a relatively unbiased rating system. This work deals with 
the analysis of ‘Forer’ and ‘Hawthorne’ effects in a subjective rating system. They propose 
a relatively hybrid unbiased rating system. Cronbach alpha test is used to ensure the reli-
ability of the score and a gradient descent algorithm is used to update the alpha score. 
Kano analysis has also been used to see if the subjects are satisfied with the new rating 
process. This hybridization will be compared with other mechanisms in the future.
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Table 11  Modified weights

Initial weight 1st iteration 2nd iteration 3rd iteration 4th iteration 5th iteration

Mental load 0.50 0.35 0.35 0.45 0.46 0.57

Physical load 0.50 0.25 0.50 0.50 0.50 0.50

Temporal load 0.50 0.65 0.65 0.55 0.65 0.55

Effort level 0.50 0.70 0.60 0.50 0.75 0.75

Performance level 0.50 0.76 0.65 0.75 0.60 0.65

Frustration level 0.50 0.65 0.45 0.50 0.45 0.45

Table 12  Alpha score in cross-disability dataset improvement

Updated weights Modified alpha value

All items 0.57 0.6675

Mental load 0.75 0.6121

Physical load 0.50 0.6731

Temporal load 0.55 0.7105

Effort level 0.75 0.7390

Performance level 0.65 0.6176

Frustration level 0.45 0.6129
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